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Abstract—Silent Data Corruptions (SDCs) have become an
insurmountable issue that threatens the system reliability. Gen-
eral strategies for protecting programs from SDCs, such as
dual modular redundancy, incur intolerable overheads. Another
strategy is Algorithm-Based Fault Tolerance which is highly
bounded to the specific algorithm and hard to generalize. In this
study, we find different implementations of the same algorithm
may lead to very different SDC probabilities. We conduct a
characterization study to quantify the differences and investigate
the root causes. The insights we derive could help and guide the
developers in software engineering domain to design programs
that is naturally resilient.

Index Terms—Silent Data Corruption, Error Resilience, Fault
Injection, SDC, Program Analysis, Software Testing

I. INTRODUCTION

With the fast development of semiconductor technology, the
number of transistors is significantly increasing in computer
systems, leading to a huge gain of computing power. However,
the risk of soft errors (i.e., hardware transient faults) [1]
is increasing due to various factors such as silicon decay or
cosmic radiation, which can lead to data loss or corruption. In
fields that require precise computation results, such as medical
applications and numerical computing, soft errors can cause
catastrophic events such as critical safety issues and economic
losses. Therefore, reliability analysis and enhancement are
necessary to protect systems from soft errors.

Silent Data Corruptions (SDCs) have become an insur-
mountable issue threatening system reliability [2]–[5]. It is
difficult to detect and diagnose compared to the other error
types, i.e., crashes and hangs. When an SDC happens in
program execution, it does not have noticeable signs and symp-
toms but omits incorrect outputs. Typically, SDC probability is
measured through fault injection experiments. A higher SDC
probability shows that the application is more vulnerable. To
mitigate the SDC, an industry solution usually applies Triple
Modular Redundancy (TMR) to the vulnerable instructions of
the program that we need to protect [6]–[8] but carrying out
such a protection strategy usually requires colossal energy and
computation resources. For example, applying full protection
using TMR on a program will give rise to 100% overhead.

Blindly applying full protection introduces huge perfor-
mance degradation. In this work, for the first time, we bring
the idea of studying coding behavior from the software en-
gineering domain to reliability by investigating the impact of

different implementations on application resilience. Different
programmers have their own coding styles and preferences,
resulting in various differences at the code level (i.e., function
calls and instruction orders), even when implementing the
same algorithm. We collect five different implementations of
BubbleSort from GitHub and conduct fault injection exper-
iments for each implementation to obtain the overall SDC
probabilities. Comparing these SDC probabilities, we find that
some implementations exhibit low SDC probability and high
performance. To find out the reasons behind, we propose a
methodology to evaluate every difference in each two of those
implementations and why these differences lead to different
SDC probabilities. Insights are derived as the results to guide
programmers or software engineers to write optimized reliable
programs.

Our contributions in this paper are summarized as follows:
• We conduct a detailed characterization study on five

different implementations of BubbleSort and show that
different implementations have different overall SDC
probabilities.

• We perform the per-instruction fault injection to every
instruction of every implementation in BubbleSort to
evaluate the SDC probabilities of each instruction.

• We propose an approach to systematically analyze and
quantify the differences of implementations and their
impact on the SDC probability.

• Based on the observations from the characterization
study, insights of improving reliability can be derived.
We showcase this by identifying an observed difference
and derive the insight accordingly.

The remaining of the paper is organized as follows. In In
Section II, we describe our approach. Then, we demonstrate
results and Observations in Section III. In Section IV and V,
we present the future work and conclusion.

II. METHODOLOGY

A. Fault Model

In our research, we utilize a prevalent single-bit fault
model in the field of error resilience [9]–[12]. Our study is
specifically directed towards soft errors in the computing units
of processors such as pipeline stages, flip-flops, and functional
units. We omit the memory or cache faults, as we presume



that the Error Correction Code (ECC) technique can safeguard
them. Faults in the control flow logic of processors, such as
illegal addresses, are not taken into account since they can be
easily detected. However, the program may execute to a wrong
but legal branch as we consider the program-level control flow
in our fault model.

B. LLFI

In this work, we perform the fault injection campaign
using LLFI (Low-Level Fault Injection) which is a tool for
evaluating the robustness of software systems against hardware
faults [13], [14]. LLFI injects faults into compiled binary
code at the low-level intermediate representation (LLVM-
IR) level [15], [16], which allows researchers and developers
to study the impact of faults on program behaviors. LLFI
provides a low-cost, flexible and customizable platform for
experimenting with different fault scenarios and evaluating the
resilience of a system against these faults.

C. Our Approach

Figure 1 shows the high-level workflow of our approach.
The key of this approach is to identify observed differences
(ODs) between implementations of the same algorithm and
investigate why these ODs lead to different SDC probabilities.
First, given a target algorithm, we collect implementations
from GitHub or other similar sources. Note that the correctness
of implementations is verified in this step. For every imple-
mentation, we use the same randomly generated input with
a reasonable large input size to provide adequate dynamic
instructions (DI) for accurate fault injection results. For each
implementation, we perform 1,000 random fault injection
experiments to get the overall SDC probability. For each
static instruction, we retrieve the DI count by profiling and
use it as a proxy to reflect the application performance (i.e.,
more DIs lead to longer execution time). We also conduct
a per-instruction fault injection campaign for each of the
implementations to obtain the SDC probability of each static
instruction.

To identify an OD, for the same algorithm, we first divide
the algorithm into standard components that each implementa-
tion must follow. For each component of different implemen-
tations, the comparison is done at the source code level, then
IR level. The comparison at the source code level excludes
the differences in variable names and format variations such
as indent and space, then any other differences are marked
as an identified difference and we further look into the IR
level. At the IR level, the differences include (1) the types of
instructions, (2) the number of instructions, and (3) the order
of instructions. If an identified difference has been confirmed
at the two levels (both source code and IR levels), then we
mark it as an OD.

In addition, the SDC probabilities of each component is
calculated using the SDC probability of each static instruction

in this component weighted by the DI count. The equation is
shown as following:

SDC ProbComponent =

n∑
i=1

SDC Probi ×#DIi
#DIoverall

, (1)

where n denotes the number of static instructions in the
component.

After we collect all the ODs, we perform a controlled ex-
periment for those two implementations. The primary purpose
of the controlled experiments is to verify whether those ODs
affect the SDC probabilities. Figure 2 shows the logic of the
controlled experiment. For each OD, we compare the SDC
probability of the component in two implementations. Our
hypothesis is that if the SDC probability of a component is
higher than the other one, replacing the component with the
lower SDC probability would result in a modified implemen-
tation with a lower overall SDC probability. To confirm this
hypothesis, we perform another fault injection campaign to
the modified implementation. We compare the overall SDC
probability of the modified implementation with the original
implementation. If the modified implementation has lower
SDC probability and the DI number is similar (i.e., similar
performance), then the result has verified the hypothesis and
an insight is generated. These insights could guide the software
engineers to write programs with lower SDC probabilities.

III. PRELIMINARY RESULTS

A. Experimental Setup

We use a Debian server with two 20-core Intel CPU pro-
cessors to run fault injection experiments in parallel. We start
over with a simple sorting algorithm: BubbleSort. Algorithm
1 shows the pseudo code. It repeatedly steps through the input
list element by element, comparing the current element with
the one next to it, swapping their values if smaller. We divide
the algorithm into three components: Outer Loop, Inner Loop,
and Swaption. we crawl five different C++ implementations
from different authors from GitHub, noted as P1 – P5. we
randomly generate an array of 20,000 integers ranging from 0
to 1,000,000 as the program input for all implementations.

Algorithm 1 Bubble Sort
1: procedure BUBBLESORT(A)
2: n← |A|
3: for i← 1 to n− 1 do ▷ Outer loop
4: for j ← 0 to n− i− 1 do ▷ Inner loop
5: if Aj > Aj+1 then ▷ Swaption
6: swap Aj and Aj+1

7: end if
8: end for
9: end for

10: end procedure

B. Overall Analysis of Implementations

For each implementation, we perform a fault injection
campaign by randomly sampling 1000 fault sites (i.e., fault
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Fig. 1. Overview of our approach.
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Fig. 2. Overview of a controlled experiment.

locations) and injecting one fault per program execution to
obtain the SDC probability. Our fault injection measurement
yields an error bar from 0.26% to 3.10% for the 95% confi-
dence intervals.

Figure 4 shows the obtained SDC probabilities of the five
implementations. The SDC probabilities vary from 4% (P5) to
26.7% (P2), which shows that different high-level code designs
have different SDC probabilities. Table I presents the DI count
of these five implementations, ranging from 9,088,698,022
(P5) to 5,489,077,998 (P4). Note that the DI count of P5
is significantly higher than the other four implementations
due to the poor implementation in P5. For the other four
implementations, the inner loop terminates when its index is
equal to or greater than the size of the input array (i.e., the
loop iterations start from 0 till n− i−1). In P5, the inner loop
iterates from 0 to n−1, causing many duplicated loop cycles.
Many SDCs are masked during loop cycles but introduce huge
overhead.

C. Observed Difference and Insight

In this subsection, we present an OD to showcase our
methodology. The presented OD is the swaption of P1 and P2:

Observed Difference: The swaption in P1 is through a
function call whereas it is directly inlined in P2.

In detail, the swaption in P1 uses the built-in function
from the C++ code libraries and P2 implements the swaption
functionality inside the inner loop. Considering the LLVM-IR
level code difference, because P2 uses the inline function, it

must use more instructions than P1, such as getelementptr and
sext. These redundant instructions contributes to a higher SDC
probability.

TABLE I
NUMBER OF DYNAMIC INSTRUCTIONS OF 5 PROGRAMS.

Implementations Number of Dynamic Instructions
P1 5,889,058,005
P2 6,087,856,752
P3 5,685,594,374
P4 5,489,077,998
P5 9,088,698,022

We conduct per-instruction fault injection campaigns for
each implementation by performing 100 random fault injection
experiments to each static instruction, resulting in an error bar
from 0.00% to 3.10% for the 95% confidence intervals. From
the per-instruction fault injection results, Figure 3 shows the
SDC probability of the swaption component for the P1 and
P2, which are 22.53% and 40.81%, respectively.

The DI counts of P1 and P2 are very close, indicating that
the performance is also similar. Since the SDC probability of
the swaption in P1 is lower than that of P2, if we replace
the swaption in P1 with the implementation of P1 to generate
P2’, then the overall SDC probability of P2’ will be lower
than P2. To confirm this hypothesis, we perform another set
of fault injection experiments to evaluate the overall SDC
probabilities of P1, P2, and P2’, as shown in Figure 5. The
SDC probability of P2’ is only 18.5%, which is reduced
by 8.2% compared to P2. Hence, the result proves our
hypothesis. Therefore, we derive an insight:

Insight: Using function call other than inlined function
could reduce the SDC probabilities.

We can apply this insight to any other high-level code design
to write a robust program with lower SDC probability. We
emphasize that the purpose of this analysis is to derive useful
insights that could guide programmers to write more reliable
applications rather than just improving the resilience of P2.

IV. FUTURE WORK

In this section, we outline the possible future directions.



Outer Loop Inner Loop Swaption
Componets

0%

10%

20%

30%

40%

50%

60%

70%

SD
C

 P
ro

ba
bi

lit
ie

s

51.0%

28.12%

22.53%

59.0%

27.14%

40.81%

24.5%

32.5%

19.43%

30.0%

21.86%

34.4%

46.67%

0.0%

22.47%

P1
P2
P3
P4
P5

Fig. 3. SDC Probabilities for each component in each implementation

P1 P2 P3 P4 P5
Implementations

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

O
ve

ra
ll 

SD
C

 P
ro

ba
bi

lit
ie

s

17.5%

26.7%

19.1% 20.07%

4.0%

Fig. 4. Overall SDC Probabilities of 5 Programs

P1 P2 P2'
Implementations

0.0%

5.0%

10.0%

15.0%

20.0%

25.0%

30.0%

35.0%

O
ve

ra
ll 

SD
C

 P
ro

ba
bi

lit
ie

s

17.5%

26.7%

18.5%

Fig. 5. Overall SDC Probabilities with modified versions

A. Understanding High-Level Software Design on Low-Level
Hardware Fault Resilience

One of the main future directions we are planning is to
have a more comprehensive study on characterizing how
different code fragment designs will impact on hardware fault
resilience. We plan a large-scale experiment which includes a
broad spectrum of benchmark programs from various domains,
quantifying their design and resilience. Furthermore, we are
interested in understanding the root-causes why certain code
designs lead to high or low hardware fault resilience, which
may offer insights in generating new code structures of high
reliability on our own. Our preliminary study on the applica-
tions of BubbleSort in this paper provides a positive feedback
on the feasibility of the direction.

B. Guidance on Implementing Reliable Software

Based on the characterization, we are planning a further in-
depth study on analyzing the implications of the observations,

generating a set of useful guidance which provide a mean of
designing reliable programs for software developers. Without
time-consuming fault injections or additional analysis, devel-
opers can choose the alternative code fragments and designs
of high reliability, improving the natural fault tolerance of the
program out of the box.

V. CONCLUSION

In this work, we focus on analyzing the resilience of
different implementations given a target algorithm/problem
to help software engineers write more reliable programs. We
propose a methodology to collect different implementations,
perform reliability analysis, identify observed differences and
conduct a controlled experiment on the ODs, to derive useful
insights. We present a complete analysis on BubbleSort to
showcase the feasibility of this approach. In the future, we
aim to generalizing the methodology and coming up with a
complete guidance for writing more reliable code especially
for safety critical applications [17]–[20].
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